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# Zweck des Dokuments

Dieses Dokument beschreibt die Applikation hyperOptimize in technischer Hinsicht. Unter anderem werden Prozesse, die Systemarchitektur, Komponenten, die verwendete Technologie und das GUI beschrieben. Zudem wird eine Anleitung für die Verwendung der Applikation gegeben.



























# Umsetzung

# Technologie

# Architektur

## Systemübersicht

UML-Diagramm

Rechtfertigung von zwei oberen Layers und nicht MVP

## Komponenten

In diesem Unterkapitel werden die einzelnen Komponenten, meistens sind diese als eigene Klassen implementiert, erklärt.

### GUI

#### MainView

…

### Logic

### Persistence

# Installationsanleitung

# Bedienungsanleitung GUI

# Quellenverzeichnis

**Code Snippets aus folgenden Quellen:**

**Machine Learning**

*Ng, Andrew, Coursera-Kurs:* <https://www.coursera.org/learn/machine-learning>

**Neuronale Netze selbst Programmieren – ein verständlicher Einstieg mit Python**

*Rashid, Tariq, Neuronale Netze selbst Programmieren – ein verständlicher Einstieg mit Python, O’Reilly Media Inc., übersetzt aus dem Englischen von dpunkt.verlag GmbH, Heidelberg (D), 1. Ausgabe, 2017*
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